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Abstract—We present an approach for comparing two sequences of deforming shapes using both parametric models and

nonparametric methods. In our approach, Kendall’s definition of shape is used for feature extraction. Since the shape feature rests on a

non-Euclidean manifold, we propose parametric models like the autoregressive model and autoregressive moving average model on

the tangent space and demonstrate the ability of these models to capture the nature of shape deformations using experiments on gait-

based human recognition. The nonparametric model is based on Dynamic Time-Warping. We suggest a modification of the Dynamic

time-warping algorithm to include the nature of the non-Euclidean space in which the shape deformations take place. We also show the

efficacy of this algorithm by its application to gait-based human recognition. We exploit the shape deformations of a person’s silhouette

as a discriminating feature and provide recognition results using the nonparametric model. Our analysis leads to some interesting

observations on the role of shape and kinematics in automated gait-based person authentication.

Index Terms—Shape, shape sequences, shape dynamics, comparison of shape sequences, gait recognition.
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1 INTRODUCTION

SHAPE analysis plays a very important role in object
recognition, matching, and registration. There has been

substantial work in shape representation and on defining a
feature vector which captures the essential attributes of the
shape. A description of shape must be invariant to
translation, scale, and rotation. Several features describing
a shape have been developed in the literature that provide
for all or some of the above mentioned invariants and are
very robust to errors in the silhouette extraction process.
Most of these methods compare individual shapes on one
or two frames. But, there has been very little work on
attempting to capture the dynamics in this shape feature, as
is available in a video and use this either directly for object
recognition or for activity classification.

In typical video processing tasks, the input is a video of

an object or a set of objects that deform or change their

relative poses. The essential information conveyed by the

video can be usually captured by analyzing the boundary of

each object as it changes with time. In this paper, we

consider scenarios where the time variation of the shape of

an object provides cues about the identity of the object and/

or the activity performed by the object and sometimes even

about the nature of the interaction between different objects

in the same scene. We describe both parametric and

nonparametric methods to compute meaningful distance
measures between two such sequences of deforming
shapes. We illustrate our approach using gait analysis. We
treat the silhouette of the individual during walking as a
time sequence of deforming shapes. The methods provided
are generic and can be used to characterize the time
evolution of any set of landmark points, not necessarily on
the silhouette of the object.

We begin by providing a brief literature review of the
research in shape analysis. The interested reader may refer
to comprehensive surveys of the field [1], [2]. Since the
experimental results are for the problem of gait recognition,
we also provide a brief summary of prior work in gait-
based person authentication. Special emphasis is given to
understanding the role of shape and kinematics in gait
recognition since our experiments lead to interesting
observations on this issue.

1.1 Previous Work in Shape Analysis

Pavlidis [3] categorized shape descriptors into various
taxonomies according to different criteria. Descriptors that
use the points on the boundary of the shape are called
external (or boundary) [4], [5], [6] while those that describe
the interior of the object are called internal (or global) [7],
[8]. Descriptors that represent shape as a scalar or as a
feature vector are called numeric while those like the
medial axis transform that describes the shape as another
image are called nonnumeric descriptors. Descriptors are
also classified as information preserving or not based on
whether the descriptor allows accurate reconstruction of a
shape.

1.1.1 Global Methods for Shape Matching

Global shape matching procedures treat the object as a
whole and describe it using some features extracted from
the object. The disadvantage of these methods is that it
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assumes that the image given must be segmented into
various objects which by itself is not an easy problem. In
general, these methods cannot handle occlusion and are not
very robust to noise in the segmentation process. Popular
moment-based descriptors of the object such as [8], [9], [10]
are global and numeric descriptors. Goshtasby [11] used the
pixel values corresponding to polar coordinates centered
around the center of mass of the shape, the shape matrix, as
a description of the shape. Parui et al. [12] used relative
areas occupied by the object in concentric rings around the
centroid of the objects as a description of the shape. Blum
and Nagel [7] used the medial axis transform to represent
the shape.

1.1.2 Boundary Methods for Shape Matching

Shape matching methods based on the boundary of the
object or on a set of predefined landmarks on the object
have the advantage that they can be represented using a
one-dimensional function. In the early sixties, Freeman [13]
used chain coding (a method for coding line drawings) for
the description of shapes. Arkin et al. [14] used the turning
function for comparing polygonal shapes. Persoon and Fu
[5] described the boundary as a complex function of the arc
length. Kashyap and Chellappa [4] used a circular
autoregressive model of the distance from the centroid to
the boundary to describe the shape. The problem with a
Fourier representation [5] and the autoregressive represen-
tation [4] is that the local information is lost in these
methods. Srivastava et al. [15] propose differential geo-
metric representations of continuous planar shapes.

Recently, several authors have described shape as a set of
finite ordered landmarks. Kendall [16] provided a mathe-
matical theory for the description of landmark-based
shapes. Bookstein [17] and later Dryden and Mardia [18]
have furthered the understanding of such landmark based
shape descriptions. There has been a lot of work on planar
shapes [19] and [20]. Prentice and Mardia [19] provided a
statistical analysis of shapes formed by matched pairs of
landmarks on the plane. They provided inference proce-
dures on the complex plane and a measure of shape change
in the plane. Berthilsson [21] and Dryden [22] describe a
statistical theory for shape spaces. Projective shapes and
their respective invariants are discussed in [21] while shape
models, metrics, and their role in high-level vision is
discussed in [22]. The shape context [6] of a particular point
in a point set captures the distribution of the other points
with respect to it. Belongie et al. [6] use the shape context
for the problem of object recognition. The softassign
Procrustes matching algorithm [23] simultaneously estab-
lishes correspondences and determines the Procrustes fit.

1.1.3 Dynamics of Shapes

The recent explosion in the areas of shape discrimination and
shape retrieval can be attributed to their effectiveness in
object recognition and shape-based image retrieval. In spite
of these recent developments, there has been very few
studies on the variation of object shape as a cue for object
recognition and activity classification. Yezzi and Soatto [24]
separate the overall motion from deformation in a sequence
of shapes. They use the notion of shape average to
differentiate global motion of a shape from the deformations
of a shape. Maurel and Sapiro [25] propose a notion of

dynamic averages for shape sequences using dynamic time
warping for allignment. Vaswani et al. [26] used the
dynamics of a configuration of interacting objects to perform
activity classification. They apply the learned dynamics for
the problem of detecting abnormal activities in a surveillance
scenario. Recently, Liu and Ahuja [27] have proposed using
autoregressive models on the Fourier descriptors for learn-
ing the dynamics of a “dynamic shape.” They use this model
for performing object recognition, synthesis, and prediction.
Refer to [28], [29], and references therein for the treatment of
some related work in the area of tracking subspaces.
Mowbray and Nixon [30] use spatio-temporal Fourier
descriptors to model the shape descriptions of temporally
deforming objects and perform gait recognition experiments
using their shape descriptor. In this paper, we provide a
mathematical framework for comparing two sequences of
shapes with applications in gait-based human identification
and activity recognition.

1.2 Prior Work in Gait Recognition

The study of human gait has recently been driven by its
potential use as a biometric for person identification. We
outline some of the methods in gait-based human
identification.

1.2.1 Shape-Based Methods

Niyogi and Adelson [31] obtained spatio-temporal solids by
aligning consecutive images and use a weighted Euclidean
distance for recognition. Phillips et al. [32] provide a
baseline algorithm for gait recognition using silhouette
correlation. Han and Bhanu [33] use the gait energy image
while Wang et al. use Procrustes shape analysis for
recognition [34]. Foster et al. [35] use area-based features.
Bobick and Johnson [36] use activity specific static and
stride parameters to perform recognition. Collins et al. build
a silhouette-based nearest neighbor classifier [37] to do
recognition. Kale et al. [38] and Lee et al. [39] have used
Hidden Markov Models (HMM) for the task of gait-based
identification. Another shape-based method for identifying
individuals from noisy silhouettes is provided in [40].

1.2.2 Kinematics-Based Methods

Apart from these image-based approaches, Cunado et al.
[41] model the movement of thighs as articulated pendu-
lums and extract a gait signature. But, in such an approach,
robust estimation of thigh position from a video can be very
difficult. Bissacco et al. [42] provide a method for gait
recognition using dynamic affine invariants. In another
kinematics-based approach [43], trajectories of the various
parameters of a kinematic model of the human body are
used to learn a dynamical system. A model invalidation
approach for recognition using a model similar to [43] is
provided in [44]. Tanawongsuwan and Bobick [45] have
developed a normalization procedure that maps gait
features across different speeds in order to compensate for
the inherent changes in gait features associated with the
speed of walking. All the above methods have both static
(shape) aspects and dynamic features used for gait
recognition. Yet, the relative importance of shape and
dynamics in human motion has not been investigated. The
experimental results of this work shed some light on this
issue.
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1.2.3 Prior Work on the Role of Shape and Kinematics in

Human Gait

Johansson [46] attached light displays to various body parts
and showed that humans can identify motion with the
pattern generated by a set of moving dots. Since Muybridge
[47] captured photographic recordings of human and
animal locomotion, considerable effort has been made in
the computer vision, artificial intelligence, and image
processing communities to the understanding of human
activities from videos. A survey of work in human motion
analysis can be found in [48].

Several studies have been done on the various cues that
humans use for gait recognition. Hoenkamp [49] studied
the various perceptual factors that contribute to the labeling
of human gait. Medical studies [50] suggest that there are
24 different components to human gait. If all these different
components are considered, then it is claimed that the gait
signature is unique. Since it is very difficult to extract these
components reliably, several other representations have
been used. It has been shown [51] that humans can do gait
recognition even in the absence of familiarity cues. Cutting
and Kozlowski also suggest that dynamic cues like speed,
bounciness, and rhythm are more important for human
recognition than static cues like height. Cutting and Proffitt
[52] argue that motion is not the simple compilation of static
forms and claim that it is a dynamic invariant that
determines event perception. Moreover, they also found
that dynamics was crucial to gender discrimination using
gait. Therefore, it is intuitive to expect that dynamics also
plays a role in person identification though shape informa-
tion might also be equally important. Interestingly,
Veres et al. [53] recently did a statistical analysis of the
image information that is important in gait recognition and
concluded that static information is more relevant than
dynamical information. In light of such developments, our
experiments explore the importance of shape and dynamics
in human movement analysis from the perspective of
computer vision and analyze their role in existing gait
recognition methodologies.

This paper is concerned with situations where the
manner of shape change of an object provides clues about
its identity and/or about the nature of the activity
performed by the object. In such scenarios, we need to be
able to compute distances and compare two sequences of
deforming shapes by considering the entire sequence as
one entity instead of performing a frame-wise shape
comparison. Thus, we present methods for computing
distances between such sequences of deforming shapes.
The nonparametric method for comparing two shape
sequences is an extension of the Dynamic Time Warping
(DTW) algorithm [54], initially used in the speech recogni-
tion literature. We propose a modification of the algorithm
to account for the non-Euclidean nature of the shape-space.
We also propose parametric models for learning the
dynamics of the deformations of shape sequences. We can
then compute distances between learned models in the
appropriate parametric space in order to compute distances
between shape sequences.

We suggest new gait recognition algorithms by comput-
ing the distances between two shape sequences. A sequence

of a walking person is represented as a sequence of shapes
and the distance between shape sequences is used to
perform gait recognition. Experiments on gait recognition
were performed 1) to show the efficacy of our shape
sequence matching algorithms and 2) to learn the impor-
tance of the role of shape and kinematics in automatic gait
recognition.

Section 2 provides a brief introduction to Kendall’s
landmark-based shape descriptor used as a shape feature.
In Sections 3 and 4, we discuss our parametric and
nonparametric methods for comparing shape sequences.
In the experimental Section 5, we show the efficacy of our
algorithms by providing recognition results using standard
gait recognition databases. Finally, Section 6 deals with
conclusions and future work.

2 KENDALL’S SHAPE THEORY—PRELIMINARIES

2.1 Definition of Shape

“Shape is all the geometric information that remains when
location, scale, and rotational effects are filtered out from the
object” [18]. We use Kendall’s statistical shape as the shape
feature in this paper. Dryden and Mardia [18] provide a
description of the various tools in statistical shape analysis.
Kendall’s statistical shape is a sparse descriptor of the shape.
We could, in theory, choose a denser shape descriptor like the
shape context [6] which has been proven to be more resilient
to noise. But, such a dense descriptor also introduces
significant and nontrivial relationships between the indivi-
dual components of the descriptor. This usually makes
learning the dynamics very difficult. Since the emphasis of
this paper is on modeling the dynamics in shape sequences,
we restrict ourselves to the treatment of dynamics in
Kendall’s statistical shape. Kendall’s representation of shape
describes the shape configuration of k landmark points in an
m-dimensional space as a k�m matrix containing the
coordinates of the landmarks. In our analysis, we have a
two-dimensional space and, therefore, it is convenient to
describe the shape vector as a k-dimensional complex vector.

The binarized silhouette denoting the extent of the object
in an image is obtained. A shape feature is extracted from
this binarized silhouette. This feature vector must be
invariant to translation and scaling since the objects identity
should not depend on the distance of the object from the
camera. So, any feature vector that we obtain must be
invariant to translation and scale. This yields the preshape
of the object in each frame. Preshape is the geometric
information that remains when location and scale effects are
filtered out. Let the configuration of a set of k landmark
points be given by a k-dimensional complex vector contain-
ing the positions of landmarks. Let us denote this
configuration as X. A centered preshape is obtained by
subtracting the mean from the configuration and then
scaling to norm one. The centered preshape is given by

Zc ¼
CX

k CX k ; where C ¼ Ik �
1

k
1k1

T
k ; ð1Þ

where Ik is a k� k identity matrix and 1k is a k-dimensional

vector of ones.
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2.2 Distance between Shapes

The preshape vector that is extracted by the method
described above lies on a spherical manifold. Therefore, a
concept of distance between two shapes must include the
non-Euclidean nature of the shape space. Several distance
metrics have been defined in [18]. Consider two complex
configurations, X and Y, with corresponding preshapes, �
and �. The full Procrustes distance between the configura-
tions X and Y is defined as the Euclidean distance between
the full Procrustes fit of � and �. Full Procrustes fit is chosen
so as to minimize

dðY ;XÞ ¼k � � �sej� � ðaþ jbÞ1k k; ð2Þ

where s is a scale, � is the rotation, and ðaþ jbÞ is the
translation. Full Procrustes distance is the minimum full
Procrustes fit, i.e.,

dF ðY ;XÞ ¼ inf
s;�;a;b

dðY ;XÞ: ð3Þ

We note that the preshapes are actually obtained after
filtering out effects of translation and scale. Hence, the
translation value that minimizes the full Procrustes fit is
given by ðaþ jbÞ ¼ 0, while the scale s ¼ j���j is very close
to unity. The rotation angle � that minimizes the Full
Procrustes fit is given by � ¼ argðj���jÞ.

The partial Procrustes distance between configurationsX
and Y is obtained by matching their respective preshapes �
and � as closely as possible over rotations, but not scale. So,

dP ðX;Y Þ ¼ inf
��SOðmÞ

k � � �� k : ð4Þ

It is interesting to note that the optimal rotation � is the
same whether we compute the full Procrustes distance or
the partial Procrustes distance. The Procrustes distance
�ðX;Y Þ is the closest great circle distance between � and �
on the preshape sphere. The minimization is done over all
rotations. Thus, � is the smallest angle between complex
vectors � and � over rotations of � and �. The three distance
measures defined above are all trigonometrically related as

dF ðX;Y Þ ¼ sin �; ð5Þ

dP ðX;Y Þ ¼ 2 sin
�

2

� �
: ð6Þ

When the shapes are very close to each other, there is very
little difference between the various shape distances. In our
work, we have used the various shape distances to compare
the similarity of two shape sequences and obtain recogni-
tion results using these similarity scores. Our experiments
show that the choice of shape-distance does not alter
recognition performance significantly for the problem of
gait recognition since the shapes of a single individual lie
very close to each other. We show the results corresponding
to the partial Procrustes distance in all our plots in this
paper.

2.3 The Tangent Space

The shape tangent space is a linearization of the spherical
shape space around a particular pole. Usually, the
Procrustes mean shape of a set of similar shapes (Yi) is
chosen as the pole for the tangent space coordinates. The

Procrustes mean shape (�) is obtained by minimizing the
sum of squares of full Procrustes distances from each
shape Yi to the mean shape, i.e.,

� ¼ arg inf
�

�d2F ðYi; �Þ: ð7Þ

The preshape formed by k points lie on a k� 1-dimensional
complex hypersphere of unit radius. If the various shapes in
the data are close to each other, then these points on the
hypersphere will also lie close to each other. The Procrustes
mean of this data set will also lie close to these points.
Therefore, the tangent space constructed with the Pro-
crustes mean shape as the pole is an approximate linear
space for this data. The Euclidean distance in this tangent
space is a good approximation to various Procrustes
distances dF , dP , and � in shape space in the vicinity of
the pole. The advantage of the tangent space is that it is
Euclidean.

The Procrustes tangent coordinates of a preshape � is
given by

vð�; �Þ ¼ ����� �j���j2; ð8Þ

where � is the Procrustes mean shape of the data.

3 MOTIVATION FOR SHAPE SEQUENCE

PROCESSING

There are several situations where we are interested in
studying the way in which the shape of an object changes
with time. The manner in which this shape change occurs
provides clues about the nature of the object and sometimes
even about the activity performed by the object. In [24], this
shape change is considered to be a result of global motion
and shape deformation. They separate the global motion by
introducing a notion of temporal shape average and study
the nature of both global motion of a shape and deforma-
tions. In [26], the manner of this shape change is captured
parametrically using their tangent space projections. They
also had an overview of how to model nonstationary shape
sequences, but assumed stationarity in their examples. In
this section, we describe the motivation for our formulation
and the scenarios that we are interested in tackling.

Consider the manner in which the shape of the lip
changes when we speak. The manner in which the shape of
the lip changes during speech provides significant informa-
tion about the actual words that are being spoken. Consider
the two words “arrange” and “ranger.” If we take discrete
snapshots of the shape of the lip during each of these words,
we see that the two sets of snapshots will be identical (or
almost identical) though the ordering of the discrete snap-
shots will be very different for these two utterances. There-
fore, any method that inherently does not learn/use the
dynamics information of this shape change will declare that
these two utterances are very close to each other, while, in
reality, these are very different words. Therefore, in cases
such as this, where shape change is critical to recognition, it
is important to consider the entire shape sequence, i.e., the
shape sequence is more important than the individual
shapes at discrete time instants. There are many such cases
where the nature of shape changes of silhouette of a human
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provides information about the activity performed by the
human. Consider the images shown in Fig. 1. It is not very
difficult to perceive the fact that these represent the
silhouette of a walking human. These and many other
examples can be thought of, where the shape change
captured in the shape sequence provides information about
the activity being performed.

Apart from providing information about the activity
being performed, there are also several instances when the
manner of shape changes provides valuable insights
regarding the identity of the object. Even though the outline
of the shape of both a lion and a cheetah are very similar
(with four legs, etc.) especially in its profile view, the
manner in which a lion and a cheetah move are drastically
different. The discrimination between two such classes is
significantly improved if we take the manner of shape
changes into account. Thus, there are several situations
where it is important to be able to learn the dynamics of
shape changes or at the least to be able to compute
meaningful distances between such shape sequences. Here,
we present some parametric and nonparametric methods
for tackling stationary shape sequences.

4 COMPARISON OF SHAPE SEQUENCES

In this section, we provide a method based on dynamic time
warping to compute distances between shape sequences.
We also provide methods based on autoregressive and
autoregressive moving average models to learn the dy-
namics of these shape changes and use the distance
measures between models as a measure of similarity
between these shape sequences. The methods described
here can be used generically for any landmark-based
description of shapes, not just to silhouettes.

4.1 Nonparametric Method for Comparing Shape
Sequences

Consider a situation where there are two shape sequences
and we wish to compare how similar these two shape
sequences are. We may not have any other specific
information about these sequences and, therefore, any
attempt at modeling these sequences is difficult. These
shape sequences may be of differing length (number of
frames) and, therefore, in order to compare these sequences,
we need to perform time normalization (scaling). A linear
time scaling would be inappropriate because, in most
scenarios, this time scaling would be inherently nonlinear.

Dynamic time warping, which has been successfully used
by the speech recognition [54] community, is an ideal
candidate for performing this nonlinear time normalization.
However, certain modifications to the original DTW are
also necessary in order to account for the non-Euclidean
structure of the shape space.

4.1.1 Dynamic Time Warping

Dynamic time warping is a method for computing a
nonlinear time normalization between a template vector
sequence and a test vector sequence. These two sequences
could be of differing lengths. Forner-Cordero et al. [55]
show experiments that indicate that the intrapersonal
variations in gait of a single individual can be better
captured by DTW rather than by linear warping. The
DTW algorithm which is based on dynamic programming
computes the best nonlinear time normalization of the test
sequence in order to match the template sequence by
performing a search over the space of all allowed time
normalizations. The space of all time normalizations
allowed is cleverly constructed using certain temporal
consistency constraints. We list the temporal consistency
constraints that we have used in our implementation of the
DTW below:

. End point constraints. The beginning and the end of
each sequence is rigidly fixed. For example, if the
template sequence is of length N and the test
sequence is of length M, then only time normal-
izations that map the first frame of the template to
the first frame of the test sequence and also map the
Nth frame of the template sequence to the Mth frame
of the test sequence are allowed.

. The warping function (mapping function between
the test sequence time to the template sequence time)
should be monotonically increasing. In other words,
the sequence of “events” in both the template and
the test sequences should be the same.

. The warping function should be continuous.

Dynamic programming is used to efficiently compute the
best warping function and the global warping error.

Preshape, aswe have alreadydiscussed, lies on a spherical
manifold. The spherical nature of the shape-space must be
taken into account in the implementation of the DTW algor-
ithm. This implies that, during the DTW computation, the
local distance measure used must take into account the non-
Euclidean nature of the shape-space. Therefore, it is only
meaningful to use the Procrustes shape distances described
earlier. It is important to note that the Procrustes distance is
not a distance metric since it is not commutative. Moreover,
the nature of the definition of constraints make the
DTW algorithm noncommutative even when we use a
distance metric for the local feature error. If AðtÞ and BðtÞ
are two shape sequences, then we define the distance
between these two sequences DðAðtÞ; BðtÞÞ as

DðAðtÞ; BðtÞÞ ¼ DTW ðAðtÞ; BðtÞÞ þDTWðBðtÞ; AðtÞÞ; ð9Þ

where

DTWðAðtÞ; BðtÞÞ ¼ 1=T
XT
t¼1

dðAðfðtÞÞ; BðgðtÞÞÞ
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(f and g being the optimal warping functions). Such a
distance between shape sequences is commutative. The
isolation property, i.e., DðAðtÞ; BðtÞÞ ¼ 0 iff AðtÞ ¼ BðtÞ, is
enforced by penalizing all nondiagonal transitions in the
local error metric.

4.2 Parametric Models for Shape Sequences

In several situations, it is very useful to model the shape
deformations over time. If such a model could be learned
either from thedata or from the physics of the actual scenario,
then it would help significantly in problems such as
identification and for synthesizing shape sequences. Liu
and Ahuja [27] learn the nature of shape changes of a fire
sequence. They also synthesize new sequences of fire using
themodel that they learned. This section describesworkwith
very similar objectives.Wedescribe both autoregressive (AR)
and autoregressive and moving average (ARMA) models on
tangent space projections of the shape. We describe methods
to learn thesemodels from sequences and compute distances
between models in this parametric setting. Our approach for
parametric modeling differs from that of [27] in two
important ways. The shape feature on which we build
parametric models preserves locality while the Fourier
descriptors that they use is a global shape feature. Therefore,
our method can, in principle, capture the dynamics of shape
sequences locally and is better suited for applications where
different local neighborhoods of the shape exhibit different
dynamics.We use parametricmodeling formodeling human
gait, a very specific example where different local neighbor-
hoods (different parts of the body) exhibit different
dynamics. Moreover, we also extend the parametric model-
ing from AR to the ARMA model. The advantage of the
ARMA model is that it can be used to characterize systems
with both poles and zeros while the ARmodel can be used to
characterize systems with zeros only.

4.2.1 AR Model on Tangent Space

The AR model is a simple time-series model that has been
used very successfully for prediction and modeling
especially in speech. The probabilistic interpretation of the
AR model is valid only when the space is Euclidean.
Therefore, we build an AR model on the tangent space
projections of the shape sequence. Once the AR model is
learned, we can use this either for synthesis of a new shape
sequence or for comparing shape sequences by computing
distances between the model parameters.

The time series of the tangent space projections of the
preshape vector of each shape is modeled as an AR process.
Let sj; j ¼ 1; 2; ::::M be the M such sequences of shapes. Let
us denote the tangent space projection of the sequence of
shape sj (with mean of sj as the pole) by �j. Now, the
AR model on the tangent space projections is given by

�jðtÞ ¼ Aj�jðt� 1Þ þ wðtÞ; ð10Þ

where w is a zero mean white Gaussian noise process andAj

is the transition matrix corresponding to the jth sequence.
For convenience and simplicity, Aj is assumed to be a
diagonal matrix.

For all the sequences in the gallery, the transition
matrices are obtained and stored. The transition matrices

can be estimated using the standard Yule-Walker equations
[56]. Given a probe sequence, the transition matrix for the
probe sequence is computed. The distances between the
corresponding transition matrices are added to obtain a
measure of the distance between the models. If A and B (for
j ¼ 1; 2; ::::N) represent the transition matrices for the
two sequences, then the distance between the models is
defined as DðA;BÞ

DðA;BÞ ¼ jjAj �BjjjF ; ð11Þ

where jj:jjF denotes the Frobenius norm. The model in the
gallery that is closest to the model of the given probe is
chosen as the correct identity.

4.2.2 ARMA Model

We pose the problem of learning the nature of a shape

sequence as one of learning a dynamical model from shape

observations.We also regard the problem of shape sequence-

based recognition as one of computing the distances between

the dynamical models thus learned. The dynamical model is

a continuous state, discrete timemodel. Since the parameters

of the models lie in a non-Euclidean space, the distance

computations between the models are nontrivial. Let us

assume that the time-series of tangent projections of shapes

(about its mean as the pole) is given by �ðtÞ; t ¼ 1; 2; ; ; ; ; � .

Then, an ARMA model is defined as [57], [43]

�ðtÞ ¼ CxðtÞ þ wðtÞ;wðtÞ � Nð0; RÞ; ð12Þ

xðtþ 1Þ ¼ AxðtÞ þ vðtÞ; vðtÞ � Nð0; QÞ: ð13Þ

Also, let the cross correlation between w and v be given by
S. The parameters of the model are given by the transition
matrix A and the state matrix C. We note that the choice of
matrices A;C;R;Q; S is not unique. However, we can
transform this model to the “innovation representation”
[58] which is unique.

4.2.3 Learning the ARMA Model

We use tools from the system identification literature to

estimate themodel parameters. The estimate can be obtained

in closed form and, therefore, is simple to implement. The

algorithm is described in [58] and [59]. Given observations

�ð1Þ; �ð2Þ; :::::�ð�Þ, we have to learn the parameters of the

innovation representation given by ÂA, ĈC, and K̂K, where K̂K is

the Kalman gain matrix of the innovation representation

[58]. Note that, in the innovation representation, the state

covariance matrix limt!1 E½xðtÞxT ðtÞ� is asymptotically

diagonal. Let ½�ð1Þ�ð2Þ�ð3Þ:::::�ð�Þ� ¼ U�V T be the singular

value decomposition of the data. Then,

ĈCð�Þ ¼ U; ð14Þ

ÂA ¼ �V TD1V ðV TD2V Þ�1��1; ð15Þ

where D1 ¼ ½0 0; I��1 0� and D2 ¼ ½I��1 0; 0 0�.

4.2.4 Distance between ARMA Models

Subspace angles [60] between two ARMA models are
defined as the principal angles (�i; i ¼ 1; 2; ::::n) between
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the column spaces generated by the observability spaces of
the two models extended with the observability matrices of
the inverse models [61]. The subspace angles between
two ARMA models [A1; C1; K1] and [A2; C2; K2] can be
computed by the method described in [61]. Using these
subspace angles �i; i ¼ 1; 2; :::n, three distances, Martin
distance (dM ), gap distance (dg), and Frobenius distance
(dF ), between the ARMA models are defined as follows:

d2M ¼ ln
Yn
i¼1

1

cos2ð�iÞ
; ð16Þ

dg ¼ sin �max; ð17Þ

d2F ¼ 2
Xn
i¼1

sin2 �i: ð18Þ

The various distance measures do not alter the results
significantly. We present the results using the Frobenius
distance (d2F ).

4.3 Note on the Limitations of Proposed
Techniques

The parametric models AR and ARMA were both done on

the tangent space of the shape manifold with the mean

shape of the sequence being the pole of the tangent space. In

problems like gait analysis, where several shapes in the

sequence lie close to each other, this would be sufficient.

But, to model sequences where the shapes vary drastically

within a sequence, it might be necessary to develop tools to

translate the tangent vectors appropriately so that modeling

is performed on a tangent space that varies with time.

Preliminary experiments in this direction indicate that

performing such complex nonstationary modeling for a

single activity like gait leads to over-fitting, while, for

studying multiple activities, this is significantly helpful.
The AR model for shape sequences due to its inherent

simplicity might not be able to capture all the temporal
structure present in activities such as gait. But, as is shown
in [27], it can handle stochastic shape sequences with little
or no spatial structure. In fact, [27] also used a similar
AR model as a generative model for the synthesis of a fire
boundary sequence. The ARMA model is better able to
capture the structure in motion patterns such as gait since
the ”C” matrix encodes such structural details. The
DTW algorithm can also handle such highly structured
shape sequences such as gait, but is not directly inter-
pretable as a generative model.

For the AR and ARMA models, the shapes are initially

projected to the tangent spaces of their respective mean

shape. Models are fitted in these tangent spaces and their

parameters are learned. If the mean shapes for different

sequences are different, then these parameters are modeling

systems in two different subspaces. This fact must be borne

in mind while computing distances between models. The

ARMA model does this elegantly by invoking the theory of

comparing models on different subspaces from system

identification literature. Thus, it is able to handle modeling

on different subspaces. (Note that the C matrix encodes the

subspace and is used in the ARMA distance computation.)

The AR model does not account for modeling in different

subspaces and, therefore, produces meaningful distance

measures only when the two mean shapes are similar. The

DTW method works directly on the shape manifold and not

on the tangent space. Therefore, the DTW is also general

and does not suffer from the above-mentioned limitation of

the AR model.

5 EXPERIMENTS ON GAIT RECOGNITION

We describe the various experiments we performed using
the algorithms previously discussed in order to study gait-
based human recognition. We also show an extension of the
same analysis for the problem of activity recognition. The
goals of the experiments were:

1. to show the efficacy of our algorithms in comparing
shape sequences by applying it to the problem of
automated gait recognition,

2. to study the role of shape and kinematics in
automated gait recognition algorithms, and

3. to make a similar study on the role of shape and
kinematics for activity recognition.

Continuing our approach in [62], we use a purely shape-
based technique called the Stance Correlation to study the
role of shape in automated gait recognition.

The algorithms for comparing shape sequences were
applied on two standard databases. The USF database [32]
consists of 71 people in the Gallery.1 Various covariates like
camera position, shoe type, surface, and time were varied in
a controlled manner to design a set of challenge experi-
ments2 [32]. The results are evaluated using cumulative
match scores3 (CMS) curves and the identification rate. The
CMU database [37] consists of 25 subjects. Each of the
25 subjects perform four different activities (slow walk, fast
walk, walking on an inclined surface, and walking with a
ball). For the CMU database, we provide results for
recognition both within an activity and across activities.
We also provide some results on activity recognition on this
data set. Apart from these, we also provide activity
recognition results on the MOCAP data set (available from
Credo Interactive Inc. and CMU) which consists of different
examples of various activities.

5.1 Feature Extraction

Given a binary image consisting of the silhouette of a person,

we need to extract the shape from this binary image. This can

be done either by uniform sampling along each row or by

uniform arc-length sampling. In uniform sampling, land-

mark points are obtained by identifying the edges of the

silhouette in each row of the image. In uniform arc length

sampling, the silhouette is initially interpolated using critical

landmark points. Uniform sampling on this interpolated

silhouette provides us with the uniform arc-length sampling
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1. A more expanded version is available on which we have not yet
experimented. However, we do not expect our conclusions to alter
significantly.

2. Challenge experiments: Probes A-G in increasing order of difficulty.
3. Plot of percentage of recognition versus rank.



landmarks. Once the landmarks are obtained, the shape is

extracted using the procedure described in Section 2.1. The

procedure for obtaining shapes from the video sequence is

graphically illustrated in Fig. 2. Note that each frame of the

video sequence maps to a point on the spherical (hyper-

spherical) shape manifold.

5.2 Experiments on Gait Recognition

5.2.1 Results on the USF Database

On the USF database, we conducted experiments on
recognition performance using these methods: Stance
Correlation, DTW on shape space, Stance-based AR (a
slight modification of the AR model [62]), and the
ARMA model. Gait recognition experiments were designed
for challenge experiments A-G. These experiments featured
and tested the recognition performance against various
covariates like the camera angle, shoe type, surface change,
etc. Refer to [32] for a detailed description of the various
experiments and the covariates in these experiments. Fig. 3
shows the CMS curves for the challenge experiments A-G
using DTW and the ARMA model. The recognition
performance of the DTW-based method is comparable to
the state-of-art algorithms that have been tested on this data
[38]. The performance of the ARMA model is lower since
human gait is a very complex action and the ARMA model
is unable to capture all these details.

In order to understand the significance of shape and
kinematics in gait recognition, we conducted the same
experiments with other purely shape and purely dynamics-
based methods as described in [62]. Fig. 4 shows the
average CMS curves (average of the seven Challenge
experiments: Probes A-G) for the various shape and
kinematics-based methods.

The following conclusions are drawn from Fig. 4:

. The average CMS curve of the Stance Correlation
method shows that shape without any kinematic
cues provides recognition performance below base-
line. The baseline algorithm is based on image
correlation [32].

. The average CMS curve of the DTWmethod is better
than that of Stance Correlation and close to baseline.

. The improvement in the average CMS curve in the
DTW over that of the Stance Correlation method can
be attributed to the presence of this implicit
kinematics because the algorithm tries to synchro-
nize two warping paths.
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Fig. 2. Graphical illustration of the sequence of shapes obtained during a

walking cycle.

Fig. 3. CMS curves using (a) Dynamic Time Warping on shape space and (b) ARMA model on the tangent space.



. Both methods based on kinematics alone (Stance-

based AR and ARMA model) do not perform as well

as the methods based on shape.
. The results support our belief that kinematics helps

to boost recognition performance but is not sufficient

as a stand-alone feature for person identification.
. The performance of the ARMA model is better than

that of the Stance-based AR model. This is because

the observation matrix (C) encodes information

about the features in the image, in addition to the

dynamics encoded in the transition matrix (A).
. Similar conclusions may be obtained by looking at

the CMS curves for the seven experiments (Probes

A-G) separately. We have shown the average CMS

curve for simplicity.

Fig. 5 shows a comparison of the identification rate

(rank 1) of the various shape and kinematics-based

algorithms. It is clearly seen that shape-based algorithms

perform better than purely kinematics-based algorithms.

Note, however, that a mere comparison of the identification

rates will not lead to the conclusions above. For that, we

need to compare the average CMS curve of various

methods (Fig. 4). Also, as expected, using the images

directly as the feature vector gives better results but with

very high computational requirements.

5.2.2 Results Using Joint Angles

In this section, we describe experiments designed to verify

the fact that our inference about the role of kinematics in

gait recognition was not dependent on the feature that we

chose for representation (Kendall’s statistical shape). In

order to test this, we performed some experiments on the

actual physical parameters that are observable during gait,

i.e., the joint angles at the various joints of the human body.

We used the manually segmented images provided in the

USF data set for these experiments. We inferred the angles

(angle in the image plane) of eight joints (both shoulders,

both Elbows, both Hips, and both Knees) as the subjects

walked frontoparallel to the camera. We used these angles

(which are physically realizable parameters) as the features

representing the kinematics of gait. We performed recogni-

tion experiments using the DTW directly on this feature.

Fig. 6a shows the CMS curves for three probes for which the

manual segmented images were available. The recognition

performance is comparable to purely kinematics based

methods using our shape feature vector (refer to Fig. 3b).

We also generated synthetic images of an individual

walking using a truncated elliptic cone model for the

human body and using the joint angles extracted from the

manually segmented images. Fig. 7 shows some sample

images that were generated using this truncated elliptic

cone model. We also performed recognition experiments on

this simulated data using the DTW-based shape sequence

analysis method described in Section 4.1. Fig. 6b shows the

CMS curves for this experiment. The results of these

experiments are consistent with the experiments described

earlier (Figs. 3b and 6a), indicating that, for the purposes of

gait recognition, the amount of discriminability provided by

the dynamics of the shape feature is similar to the

discriminability provided by the dynamics of physical

parameters like joint angles. This means that there is very

little (if any) loss in using the dynamics of the shape feature

instead of dynamics of the human body parts. Therefore,

our inferences about the role of kinematics will most

probably remain unaffected irrespective of the features

used for representation.

The USF database does not contain any significant

variation in terms of activity. Therefore, we cannot make

any claims about the significance of kinematics and shape

cues for activity modeling and recognition based on the

experiments on the USF database. The CMU data set

enables this.

5.2.3 Results on the CMU Data Set

The CMU data set has 25 subjects performing four different

activities—fast walk, slow walk, walking with a ball, and
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Fig. 5. Bar diagram comparing the identification rate of various

algorithms.

Fig. 4. Average (average of Probes A-G) CMS curves (percentage of

recognition versus rank) using various methods.



walking on an inclined plane. We report the results of a

recognition experiment (i.e., identification rate) using the

Stance Correlation (pure shape) method and compare our

results with HMM-based recognition results available at

http://degas.umiacs.umd.edu/hid/cmu-eval.html.
The following conclusions are drawn from Table 1:

. On a database of 25 people, the pure shape-based

method (Stance Correlation) provides almost 100 per-

cent recognition when the Gallery and the Probe sets
belong to the same activity. The improvement in

performance over the USF data set is because of the

higher quality of input video data.
. When we move across activities that change in shape

also (e.g., slow walk versus walking with a ball), we

see that there is considerable degradation in recogni-

tion performance as expected.
. When we move across activities that differ only in

their kinematics (e.g., slowwalk versus fast walk), we

see that there is a slight degradation in recognition

performance. The decrease in recognition perfor-

mance of the purely shape-based Stance Correlation

method is not as drastic as is observed in the HMM

method. This is because the HMM implicitly uses

kinematics information for recognition. We can

attribute the reduction in performance of the shape-

based method to the change in the shape of stances of
the person due to a change in the walking speed [63].

5.2.4 Inferences about the Role of Shape in Human

Movement Analysis

The gait-based human recognition experiments using the

USF database clearly indicate that, given an activity (e.g.,

gait), shape is more significant for person identification

than kinematics. The experiment also indicates that kine-

matics does aid the task of recognition but pure kinematics

is not enough for identification of an individual. The

experiments on the CMU data set indicate that, when

performing the same activity at differing speeds, a pure

shape-based approach tends to perform better than some

other approaches that use kinematics also.
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Fig. 7. Sequence of silhouettes simulated using joint angles and

truncated elliptic cone human body model.

TABLE 1
Identification Rates on the CMU Data Using Stance Correlation

(Braces Denote HMM Identification Rates)

Fig. 6. CMS curve using (a) DTW on joint angles and (b) shape sequence DTW on simulated data.



5.3 Experiments on Activity Recognition

There are several scenarios where the manner in which the

shape of on object changes provides clues about the nature

of the activity being performed. Under these scenarios, we

can use the methods we have proposed to perform activity

recognition. We describe one such scenario in this section

and report the results of experiments on activity recognition

using the models we have built. The experiments on activity

recognition are performed using the CMU and MOCAP

data sets.

5.3.1 Results on the CMU Data Set

On the CMU data set, we did two experiments. First, we

conducted a recognition experiment using theARMAmodel.

In Fig. 8, we have shown the similarity matrix that we

obtained. The similarity matrix shown is a 75� 75 matrix

with the rows/columns numbered 1-25 representing differ-

ent individuals performing slow walk, while rows/columns

numbered 26-50 represent the corresponding individuals

performing fast walk, and rows/columns 51-75 representing

the same individuals walking with a ball in their hand. The

strong diagonal line indicates that identification perfor-

mance for similar activities is very high. The four dark lines

parallel to the diagonal indicate that identification is

possible even when the activity performed is different. The

actual identification rates are indicated in Table 2.

Consider the three activities: slow walk, walk with a ball,

and walk on an inclined plane. Considering the shape and

kinematics of these three activities, we expect that the ball

alters the shape of the silhouette of the top half of the body,

while the inclined plane alters the kinematics (and, to a

lesser extent, shape) of the lower half of the body. In the

first experiment, we build an ARMA model for the shape of

the top half of the body. Frobenius distance between the

principal angles of the ARMA models is computed. Fig. 9a

shows the similarity matrix for the database of 25 people

performing the three above-mentioned activities when the

model is built for the shape of the top half of the silhouette.

Fig. 9b shows a similar similarity matrix, when the model is

built for the shape of the bottom half of the silhouette. The

activity fast walk is distinctly different from all the other

three activities in its kinematics (both in the top and the

bottom half of silhouette) and, therefore, we did not use it in

the current experiment.
The following conclusions may be drawn from Fig. 9:

. From Fig. 9a, we see that walking with the ball is
very dissimilar to both inclined plane and slow
walk. Moreover, both inclined plane and slow walk
themselves are quite similar to each other since the
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Fig. 8. Similarity matrix for the CMU data using the ARMA model.

TABLE 2
Identification Rates on the CMU Data Using ARMA Model

Fig. 9. Similarity matrix using the ARMA model with (a) top half of silhouette and (b) bottom half of silhouette.



inclined plane would significantly alter only the leg
kinematics.

. From Fig. 9b, we see that walking on an inclined
plane is very dissimilar to ball and slow walk. This
indicates that a change in the kinematics of the lower
half of the silhouette affects the model. Moreover, we
see that activities slow walk and ball remain quite
similar to each other as expected.

5.3.2 Results on the MOCAP Data Set

The MOCAP data set consists of locations of 53 joints

during a typical realization of several different activities.

We use these joint locations to build an AR model and an

ARMA model for each activity. The similarity matrix

computed using both of these models for the different

activities4 is shown in Figs. 10 and 11. We notice that the

discriminating power of a simple AR model (Fig. 10) is not

as good as that of the ARMA model (Fig. 11). For example,

we see that several different instances of walking are closer

to each other in the ARMA model than in the AR model.

This is because the ARMA model implicitly contains both

shape and kinematics information. From the similarity

matrix in Fig. 11, we notice that the different kinds of walk

are very similar to each other. The three kinds of sitting

poses are also very similar to each other. Moreover, walking

as an activity is very different from sitting. As expected,

jogging is very similar to walking while being dissimilar to

sitting. These observations lead us to believe that the

dynamical system contains enough information for activity

classification.

5.3.3 Inferences about the Role of Kinematics in Human

Movement Analysis

The activity recognition-based experiment on the CMU data

set indicates that a kinematics-based approach does have the

ability to differentiate activities that differ either in shape

(slow walk versus ball) or in kinematics (slow walk versus

inclined plane) because the system formulation (A;C;K)

contains both shape information (C) and kinematics infor-

mation (A). The ARMA model is also capable of performing

person identification within a given activity when the

number of subjects is small and the resolution of the image

is high. The experiment on the MOCAP data set reinforces

our belief that the ARMA model can be used for activity

recognition, even though its performance on person identi-

fication in the USF database (large number of subjects in

outdoor environment) is not very good.

6 CONCLUSIONS AND FUTURE WORK

We have proposed methods for comparing two stationary

shape sequences and shown their applicability to problems

like gait recognition and activity recognition. The nonpara-

metric method using DTW is applicable to situations where

there is very little domain knowledge and, therefore,

parametric modeling of shape sequences is difficult. We

have also used parametric AR and ARMA models on the

tangent space projections of a shape sequence. The ability of

these methods to serve as pattern classifiers for sequences of

shapes has been shown by applying them to the problem of

gait and activity recognition. We are currently working on

building complex parametric models that capture more

details about the appearance and motion of objects and

models that can handle nonstationary shape sequences. We

are also attempting to build models on the shape space

instead of working with the tangent space projections.

Moreover, our experiments on gait recognition lead us to

make an interesting observation about the role of shape and

kinematics in human movement analysis from video. The

experiments on gait recognition indicate that body shape is

a significantly more important cue than kinematics for

automated recognition, but using the kinematics of human

body improves the person identification capability of shape

based recognition systems.
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Fig. 10. Similarity matrix for the MOCAP data using the AR model. Fig. 11. Similarity matrix for the Mocap data using the ARMA model.

4. walk1, walk2, and walk3 correspond to normal walking, while walk4
corresponds to exaggerated walking, walk5 corresponds to walking with
drooped shoulders and walk6 to prowl walk
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